
0.S mank eanch)|6mark 
Part :Che the mst acate onmct answr 

NE puihim the tasiks useudl im seihing the pmaihilkem among the CUIES, Und ach o 

our difieet aperatioms am its prurt af the uintm. 

unlelism 
B -railelism 

C muitittreaing parailelism 
D iybrid af asik-ami dnit-gurailikilsm 

2 njaz Semmemied o mamage a saill number et usks exeLung NUTRNON 

A Tai Class 
B Etecuts Cizss 

CRie Cass 
D. Concuret Cass 

3. IMPLa communicanr is. 
A acolection af processes that Can share the sume memOTN 
B. acolection af finctions that Cam be immoked m pardI 
Ca collection af processes that can send messges to each cther 
D. a collecticn af threais that can be controlkd by the main thread. 

4. The faimess policy that guarantees mo sunahion is 
A. Reentrantlock (true) 

B. Reenirantiock (false) 

C. Reentrantiock0 

D. Reentrantiock (synchronize) 

5. In single-processor systems, the multiple threads share CPU time knovwn as . 

A. Task sharing. 
B. Distributed memory. 
C. Multi-processor. 
D. Time sharing. 

6. A program that may need to cooperate with other programs on a network to solhe a problem is 

referred to as. 
A. serial computing 
B. concurrent computing 
C. parallel computing 
D. distributed computing 

7. MPI is suitable for a. 
A. distributed 

memory system. 

B. shared 
C. hybrid 

D. serial 

aghiadbakry
Highlight

aghiadbakry
Highlight

aghiadbakry
Highlight

aghiadbakry
Highlight

aghiadbakry
Highlight

aghiadbakry
Highlight

aghiadbakry
Highlight

USER
Highlight



(0.5 mark eed 16 ma Partli Chonse the most seeerate correet anwer. 

In Ne partition the tasks used in solving the problem among the cores, and eah 
camries out diflerent operations on its part of the date 

A. data-parallelism 
B.task-parllelism 

C. multithreading parallelism 
D. hybrid of task- and data-parallelism 

2. In java. 
A. Thread Class 
B. Executers Class 

C.Runnable Class 
D. Concurent Class 

15 recommended to manage a small number of tasks executing concurrently 

3. In MPL, a communicator is... 
A. a collection of processes that can share the same memory. B. a collection of functions that can be invoked in parallel. C. a collection of processes that can send messages to cach other. D. a collection of threads that can be controlled by the main thread. 

4. The fairness policy that guarantees no starvation is 
A. ReentrantLock (true) 

B.ReentrantLock (false) 
C. ReentrantLock () 

D. ReentrantLock (synchronize) 

5. In single-processor systems, the multiple threads share CPU time known as. 
A. Task sharing. 
B. Distributed memory. 
C. Multi-processor. 
D. Time sharing. 

6. A program that may need to cooperate with other programs on a network to solve a problem is referred to as.....** 
A. serial computing 
B. concurrent computing 

C. parallel computing 
D. distributed computing 

7. MPI is suitable for a ... memory system. 
A. distributed 
B. shared 
C. hybrid 

D. serial 



8 Given a parallel architecture (figure on the right). The kind of coordination that may be required includes. 
A. synchronization 
B. pipelining 

communication 
D. A and B. 

9. The figure (on the right) represents... 
serial execution of threads in a multiprocessor systemn B. execution of threads simultaneously in a multiprocessor 
system. 

C. execution of threads concurrently in a single-core system. 
D.execution of threads simultaneously in a single-core system. 

A 

Thread 1 F 

Thread 2 F 

Thread 3 H 

Coordination among multiple cores in a shared-memory system is achieved through which ot tne 

following? 
A. Examining and updating shared memory locations. 
B. Exchanging messages across a network. 

C. Sending messages via pipelines. 
D. B and C. 

11. Tdentify an example of a shared-memory machine among the following. 

A. Single-core desktop. 
B. Multicore laptop. 
C. Cluster of computers. 
D. Cloud of servers. 

Figure B 
Figure A 

12. Given Figures A and B representing two different approaches of global summation, wh-

them performs faster for large number of processes? 

A. Figure A 
B. Figure B 

C. Both perform the same 

D. The number of processes has no effect on performance. 
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(1 mark each) |4 marks P'art 2: Answer the following four questions. 

son ) Based on MPI implementations. specify which process(es) is (are) granted access to 

standard input and output? 
**** ********-
**** *** ** . 

'****** . *** ** 

on2lo restrict the number of threads that access a shared resource. java provides ditierent 
ways. List at least two. 

****** *** ******** *** *** . ****' . 

** 
***** 

************* *** * *** 

Question 3) Mention two reasons that make a java thread enters the Blocked state. - -. 

** 

Question 4) Why cannot we write programs that convert (translate) serial programs into parainc programs? Mention one reason. 

Part 3: Determine the output of the following code. 
[2 marks] 

int number; 

if (process_rank == 0) 

number = 1; 

MPI_Send (&number, 1, MPI_INT, 2, 0, MPI cOMM WORLD) ; 

else if (process_rank == 2) 

MPI Recv (&number, 1, MPI_ INT, 0, 0, MPI_COMM_WORLD, MPI STATUS IGNOR 
E) 

printf("Process id received number td fr om process 0\n", process _ran k, number); 
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Sticky Note
In distributed-memory programs, only
process 0 will access stdin.
All the
processes/threads can access stdout and
stderr.
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Sticky Note
Semaphore
Synchorinizing statements
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Sticky Note
– It may have invoked the join(), sleep(), or wait() method.
– It may be waiting for an I/O operation to finish.
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Sticky Note
because it’s likely that the result will be a very
inefficient program.
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Sticky Note
Process 2 received number 1 from process 0



Part 4: Answer the follow ing two questions. 3 marks 
Question 1) Write the code segment that creates fwo threads exactly using thread pool. Ihe first thread runs BigTask and the second SmallTask. (2 marks) 

public static void main (String [] args) 

Public static class BigTask implenents Runnable //do big task} 
public static class Smal1Task implements Runnable{ //do small taski 

Question 2) Identify the critieal region in the following code fragment, and apply a suitable 
asynchronization method (I mark) 

public void run () { 
threadFact (threadRank) ; 

void threadFact (int threadRank) 
double my_fact=1; 
double Total _fact=1; 
int my_ n = n / THREAD_ CoUNT: 
int my_first_i = ny_n * threadRank; 

int my_last_i = my_tirst_i + my_n; 
double my_fact = 0.0; 

for (int i = my_first_i; i < my_last_i; i++) 
my factt = num* (num-1): 

Total_fact*my_ fact: 

aghiadbakry
Sticky Note
ExecutorService executor = Executors.newCachedThreadPool(2);executor.execute(new BigTask());executor.execute(new SmallTask());executor.shutdown();while (!executor.isTerminated()) {}
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Sticky Note
synchronized(this){Total_fact*=my_ fact;}
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